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■ My interest: 

– Detect upstream design decisions that make a difference (FRIA)

■ We need:

– An internal critique of machine learning (explaining/understanding)
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■ Datum = something given

– Raw data is an oxymoron (Gitelman), data is a construction 

– Data are proxies (traces, representations, imprints)

■ Factum = something made

– Les faits sont faits

– Facts are made and tested, that’s when they are real

– Dewey: an artificial lake is not an imaginary lake
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1. What matters is incomputable

2. It can nevertheless be made computable

3. In different ways – and that difference matters
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CYBERNETICS 
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What’s next?

■ Why do we speak about ‘explanations’? 

■ Causes and reasons: explanation and justification

■ Explanation and understanding

■ Proxies in machine learning
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GDPR

■ the existence of automated decision-making, including profiling, referred to in 

Article 22(1) and (4) and, at least in those cases, meaningful information about 

the logic involved, as well as the significance and the envisaged consequences

of such processing for the data subject (art. 15.1(h)).

■ in a concise, transparent, intelligible and easily accessible form, using clear and 

plain language (art. 12.1).
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GDPR

■ Art. 15 concerns post-hoc (local) explanations (a right of the data subject)

■ Art. 13-14 concern ex ante explanations (obligations for controllers)

■ in a concise, transparent, intelligible and easily accessible form, using clear and 

plain language (art. 12.1).
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GDPR

■ such processing should be subject to suitable safeguards, which should include 

specific information to the data subject and the right to obtain human 

intervention, to express his or her point of view, to obtain an explanation of the 

decision reached after such assessment and to challenge the decision. (recital 

71)
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■ the controller should use appropriate mathematical or statistical procedures for the profiling, 

■ implement technical and organisational measures appropriate to ensure, in particular, that 

factors which result in inaccuracies in personal data are corrected and the risk of errors is 

minimised, 

■ secure personal data in a manner that takes account of the potential risks involved for the 

interests and rights of the data subject and 

■ that prevents, inter alia, discriminatory effects on natural persons on the basis of racial or 

ethnic origin, political opinion, religion or beliefs, trade union membership, genetic or health 

status or sexual orientation, or that result in measures having such an effect. 

■ (recital 71)
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AI Act art. 14.4

Human Oversight

■ understand the capacities and limitations of the high-risk AI system

■ remain aware of automation bias

■ be able to correctly interpret the output

■ be able not to use it, overrule or stop the system
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‘Methodenstreit’ 

■ Social sciences wanting to be ‘like’ the natural sciences

■ Causes: the rise of behaviourism (observable, measurable primitives)

■ Reasons: motivation rather than motive, normative (institutional facts)

– Logical, deontological, defeasible reasoning

■ Reasons and legal justifications: reasons that constrain decision space of courts

– Law attributes legal effect based on stipulated set of conditions

– Them being articulated in natural language they are contestable

■ The explanation of the ADM required by GDPR does not justify the decision

– That depends on other domains of law

– But it contributes to contesting the decisions on grounds of fact
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Inversification of proxy  

real world relations

Behaviourism (Pavlov, Skinner, Watson) underpinning behavioural economics:

■ The primitive (principal) is an observable behaviour

■ The proxy is a natural language concept (vague, imprecise, ambiguous)

■ Cognitive bias distracts from the primitives, need to be removed

Machine learning

■ Fairness or justice are impossible concepts: vague, imprecise, ambiguous

■ The proxy is a machine readable distribution deemed to be fair or just 

■ Or fairness/justice are just proxies for a fair distribution in the data?
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Inversification of proxy 

real world relations

Rational choice theory (Coase, Elstar) underpinning neoclassical (neoliberal) economics:

■ The primitive (principal) is individual rational choice in the context of game theory

■ The proxy is a natural language concept (vague, imprecise, ambiguous)

■ Concepts with open texture distract from the primitives, need to disambiguate and discretize

Machine learning

■ Fairness or justice are impossible concepts: vague, imprecise, ambiguous

■ The proxy is e.g. a multi agent system based on game theoretical assumptions

■ Or fairness/justice are just proxies for the outcome of the MAS?
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What’s next?

■ Why do we speak about ‘explanations’? 

■ Causes and reasons: explanation and justification

■ Explanation and understanding

■ Proxies in machine learning
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■ Communication is a successful misunderstanding (ZIZEK)
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Why speak of 

foundation model 

instead of base model? 
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It’s the base 

of other models, yes -

but the foundation is

the real world. 

Or is it?
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THE DIFFERENCE 
THAT MAKES A DIFFERENCE

BATESON (1972)
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Proxies in data science:

■ Data 

– legal text corpora as a proxy for positive law when training for legal search

– labelled X-rays as a proxy for correct diagnoses when training for medical diagnostics

– www-data as a proxy for ‘language acquisition(?)’ when training foundation models

■ Variables

– income as a proxy for well being or wealth when training for equality

– negative or positive labels as a proxy for emotional engagement when training for sentiment analysis

■ Parameters

– weights in an ANN as a proxy for correlations between variables when using backpropagation

■ Tasks

– legal text classification as a proxy for ordering relevant documents when training for legal search

■ Mathematical patterns

– base models eg BERT, GPT3, DALL-E as proxies for ‘language acquisition (?)’ when used for further 
training
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THE STAND IN
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Proxies and principal

Meaning (via google, based on https://languages.oup.com/google-dictionary-en/): 

■ the authority to represent someone else, especially in voting

■ a figure that can be used to represent the value of something in a calculation.

Ethymology (https://www.etymonline.com/word/proxy)

■ Procuratio (caring for, management, administration) 
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The issue of proxies

■ One thing ’standing in’ for another:

– in mathematics numbers don’t necessarily ‘stand in for’ something else

– E.g. –6 – 3 = – 9 (what, apples?), or square root of 2

– In statistics and applied math (social science, computer science):

■ A variable (x, y, z) stands for a feature/category/type with dedicated values:

– a symbol (usually a letter) standing in for an unknown numerical value in an 
equation (https://www.britannica.com/topic/variable-mathematics-and-logic)

– algebra (functions, equations)

– imagine how this enabled abstraction
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The issue of proxies

One thing ’standing in’ for another:

■ a proxy in algebra and ML serves as the tertium comparationis

■ E.g. a variable brings together different things under the same ‘heading’

■ quantification is contingent upon prior qualification

■ language as word sequencing (on LLMs)

■ justice as fairness

– Fairness as a specific type of distribution in a dataset (outcome oriented)

– Fairness as being heard and taken into account (process oriented)

■ quality of academic research

– Volume of publications in double blind peer reviewed international journals

– Citation score (impact factor)
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■ The relevance of the proxy depends on the purpose

■ This is even more important in the case of ‘general purpose’ systems

■ What is relevant for the myriad downstream purposes?

– acknowledging that N=ALL is a hoax

– even all data on the web is not equivalent with ’real life’ or ‘real world’
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End
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