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2008

■ 2. What is profiling? KDD, algorithms, 

personalization, opacity, identity construction

■ 6. Personalisation and its influence

■ 13. Cogitas ergo sum. Art. 15 DPD (22 GDPR)

Co-authored by CS, LAW, SSH scholars

Dedicated Cross-Disciplinary format 
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CRCL

■ Main text (Law, CS, SSH)

■ Reply (‘other’ discipline)

■ Response author

■ CROSS-DISCIPLINARY
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2018

Back to the future:

■ Cogitas Ergo Sum

■ What Descartes didn’t get:

the autonomous subject is a relational subject 
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What’s next?

■ The foundations of contract law re personalisation 

■ What is personalisation?

■ The issue of proxies

■ The EU Acquis, upcoming EU framework
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Foundations of contract law

re personalisation

■ Hans Nieuwenhuis on contract law:

– Private law (civil law) is civic morality

– 19th century naturalisation of the civil code (Foque and ‘t Hart, Verstraete)

■ Primacy of private law

■ Presenting private law as a codification of positive – bourgeois - morality

■ If people ‘buy into’ personalisation that is their choice

– Connection with classical/neoclassical/neoliberal economic theory

– Individuals seen as rational agents, focused on maximisation of self-interest

– The key concept is ‘preferences’ (proxy for utility; e.g. CTR proxy for preferences, etc.)

23/9/22 REGULATING PERSONALIZATION IN THE EUROPEAN UNION 7



■ Hayek, Friedman, Buchanan usw.

■ Aggressive promotion of the – largely 

unsubstantiated – theory, by visiting and 

teaching at law schools, to advocate a way of 

thinking that implies that:

– ‘regulation has a cost’

– policy must be understood in terms of CBA

– markets will solve most problems, except in 

the case of market failure

– transaction costs is often the real issue

– legislation must be seen as ‘regulation’ = 

an attempt to influence behaviour

■ In other words: denaturalization of the law

■ Based on behaviourist, utilitarian assumptions

■ Methodological atomism (Methodenstreit), 

which underpins the game theoretical 

approaches of rational / public choice theory
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Nudge theory:
assuming the predictability of irrational behaviour

• Design elements that cause false beliefs. An example of this tactic is when marketers use 
deceptive “masquer-ads” that look like independent editorial content, but really are 
advertising. MH: advertorials

• Design elements that hide key information. This category includes the practice of burying 
additional fees, mandatory charges, or “drip pricing” in hard-to-find or even harder-to-
understand blocks of text, often late in the transaction. MH: deceit

• Design elements that lead to unauthorized charges. Marketers that take advantage of 
these dark patterns typically trick people into paying for goods or services they didn’t want 
and then bill them – often on a recurring basis – without their consent. MH: fraud

• Design elements that trick customers into sharing personal data. These dark patterns 
often appear to give consumers a choice about sharing data, but then intentionally steer 
them to the option that gives away the most personal information. MH: swindle
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Nudge theory:
assuming the predictability of irrational behaviour

■ Does this actually work? 

■ No, because:

– Goodhart effect (if you use a measure as a target, it ceases to be a good measure)

– Human behaviour is not predictable in the longer run (confusion between risk and 

uncertainty)

■ Does it cause harm at individual, societal level?

■ Yes, because:

– Short term manipulative effects (e.g. pre-emption)

– Goodhart effect (unpredictable effects)

– It generates confusion and distrust
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PNAS study

■ Interventions that target choice architecture (decision structure) have a more significant effect

– Compared to 

■ information about alternatives (decision support)

■ Reinforcement of behavioural intentions (decision assistance)

– Moderate publication bias

■ Positive (confirmatory) research results may be published more often than negative results
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Foundations of contract law

re personalisation

■ Hans Nieuwenhuis on contract law:

– Autonomy of the contracting parties

■ Can autonomy be assumed by the legislature and the courts?

– Anatole France: the law forbids rich and poor alike to sleep under bridges, to beg in 
the streets, and to steal loaves of bread (Sen’s economic theory: liberty assumes 
equality)

– Free services in exchange for sharing one’s personal data

– Free services in exchange for becoming the object of micro-targeting

■ Must autonomy be enabled by the legislature and the courts?

– Consumer law, competition law, labour law, housing law, environmental law

– E.g. new legislation on dark patterns (DSA, cp. FTC)
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■ Confusing risk with uncertainty

■ Human interaction entails foundational uncertainty

– Mead, Parsons, Luhmann

– Double contigency

– Ricoeur: oneself as another
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Foundations of contract law

re personalisation

■ Hans Nieuwenhuis on contract law:

– Expectations generated must be protected based on the principle of trust

■ What is the role of terms of service, privacy policies, consent management systems? 

■ What is the role of reliance on appearance?

■ What is the meaning of trust in case of major power asymmetries?

– Economic (VLOPs) who define global ICT infrastructure (DSA)

– Public administration deploying personalisation for fraud detection (PoI)
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Foundations of contract law

re personalisation

■ Hans Nieuwenhuis on contract law:

– The legal effects on both sides are related as causa

■ How would this play out in the case of personalised recommendations and advertising: 
quid quo pro (consideration in common law)?

■ What is the causa in the case of ‘free’ services?

– Art. 7.4 GDPR

– Directive (EU) 2019/770 

– Art. 6.1(b): ‘objective necessity for provision of service’ (Rantos Meta Opinion C-252-21)
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Foundations of contract law

re personalisation

■ Hans Nieuwenhuis on contract law:

– Contracts must be understood as actions made possible by contract law

■ To what extent can use of a service be qualified as an action?

■ How should we understand autonomy, consent and agreement in case of personalisation?

– Nudge theory combined with machine learning

– Behavioural advertising, micro targeting

– Manipulation, opacity, dark patterns

– CJEU pending cases, e.g. C-252/21 (is using a free service entering a contract?)
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What’s next?

■ The foundations of contract law re personalisation 

■ What is personalisation?

■ The issue of proxies

■ The EU Acquis, upcoming EU framework
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What is personalisation?

■ Personalisation is the wrong term:

– This is not about addressing one as an in-dividual person 

– This is about turning individuals into ‘dividuals’, deployed as ‘predictors’ (ML)

– Personalisation = creating the preferences you mine

■ This relates to the issue of proxies
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The issue of proxies

Personalisation or creating the preferences you mine

■ a critique of the hidden behaviourism and assumed utilitarianism that underpins 

personalised recommender systems and search engines

■ a discussion of the perverse incentives generated by the political economy that 

builds on a utilitarian way of framing human interaction

■ a first analysis of how EU legislation may counter and channel such incentives, 

(allowing us to have our cake and eat it too?)
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The EU Acquis and upcoming framework: 

overlaps, gaps and foundations

■ ‘implicit intent to leave out most of the solutions developed by large digital 
platforms in their consumer-facing AI deployment, ranging from content 
moderation to search engines and recommendation systems’.

– E.g. third-party systemic risk assessment by very large online platforms 
(VLOPs) in the DSA without reference to the conformity assessment 
procedures envisaged in the AI Act
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C-300/21

Österreichische Post AG

Opinion AG expected 6/10/22

■ Does the award of compensation under Article 82 of the GDPR also require, in 
addition to infringement of provisions of the GDPR, that an applicant must have 
suffered harm, or is the infringement of provisions of the GDPR in itself sufficient 
for the award of compensation?

■ Does the assessment of the compensation depend on further EU-law requirements in 
addition to the principles of effectiveness and equivalence?

■ Is it compatible with EU law to take the view that the award of compensation for 
non-material damage presupposes the existence of a consequence of the 
infringement of at least some weight that goes beyond the upset caused by that 
infringement?
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The EU Acquis and upcoming framework: 

overlaps, gaps and foundations

■ Domain of application: non-contractual civil law claims for damages 
caused by an AI system in fault-based liability regimes

■ Alleviations of the burden of proof through 

– the use of disclosure 

■ Legal ground for tort action based on non-compliance AI Act

– rebuttable presumption of causation

■ The directive would not affect the national rules related to the burden of 
proof, the degree of certainty required for the standard of proof or fault 
definition (apart from the above)
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The EU Acquis and upcoming framework: 

overlaps, gaps and foundations

Alleviations of the burden of proof through 

■ the use of disclosure 

– A potential claimant may request the providers of a high-risk system to 
disclose the information the provider will have to keep as part of its 
obligations under the AI Act 

– The information requested would entail the datasets used to develop the AI 
system, technical documentation, logs, the quality management system and 
any corrective actions

– The addressees might refuse the request, which then can be raised again via a 
lawsuit where it will be assessed by a judge wherever it is justified and 
necessary to sustain a claim in case of accidents where AI was involved
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The EU Acquis and upcoming framework: 

overlaps, gaps and foundations

Legal ground for tort action based on non-compliance AI Act

■ rebuttable presumption of causation

– Insofar as a causal link between non-compliance and damage can only 
be established by explaining the AI’s inner workings, the approach is 
that the causal link is assumed under certain circumstances.

– In other words, it would be up to the AI provider that has violated the 
rules that its non-compliance did not cause the damage by 
demonstrating that there are more plausible explanations for the 
damage.
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