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■ Did you know what is a nocebo effect?
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■ It means that you suffer side-effects of 

medication
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■ Only you don’t
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■ You may develop 

side effects of a vaccine 

that you fear?

■ You may develop 

the intended effects of a vaccine 

though you got a placebo?

■ The latter would be great

but has not been established, 

though placebo and nocebo 

effects may influence your 

immune system
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■ Both effects demonstrate 

the performative effects of 

expectations and anticipation 

at the level of 

the brain and the body
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■ Similar to the biological substrate of Merton’s

self fulfilling prophesy:

”if men define a situation as real 

it is real in its consequences”
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■ The biological substrate of the 

performative effects of speech acts:

”I declare you husband and wife”

■ The biological substrate of the 

normative force of the factual:

The force of law and the force of technology
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■ Biological substrate does not imply:

– biological causation

■ It does not depend on behaviourism

■ It rather confirms the enactive nature of

– action and perception
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■ Remember Hannah Arendt:

”I am not afraid that behaviourism is true

but that it will become true”
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I am not afraid that democracy is computable

but that it will become computable

25/3/21 Hildebrandt: Is Democracy Computable? 12



Why be concerned?

1. Because what matters can always be 

computed in different ways, and

2. Democracy is not just a decision-

mechanism but a discussion about 

which computation would be the right 

one or the better one
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Democratic theory and practice:

1. Representative democracy: one person one vote

– Aggregated majority rules

2. Deliberative democracy: the better argument

– Decisions based on rational consensus

3. Participatory democracy: conflict and compromise

– Agonism offers robust decision making
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Democratic theory and practice:

■ Computational democracy

– Voting algorithm

– Reasoning algorithm

– Preference prediction algorithm
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1. The simple transfer of voting for representatives 

online; 

2. The use of online voting to pass or reject bills 

proposed in the legislature; 

3. The use of (anonymised) individuals’ preferences 

to directly inform legislative decision-making; and, 

4. The wholesale replacement of the (physical) 

legislature and the individuals within it with a 

legislature composed of algorithms representing 

the voting public.
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■ Meanwhile, today:

– Introduction of Rules as Code and 
Smart Regulation

– Propositions of data-driven 
(personalised) computational law

– ‘Legal search’ that informs law firms 
and courts based on ‘intelligent’ 
software systems

– ADM in fraud detection and benefit 
decisions (student loans, 
unemployment benefits), based on 
data-driven 

– Disruption of the information eco-
system (public sphere) that grounds 
democracy – by behavioural targeting
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Is Democracy 
Computable?
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A bit of history

The Arrow 

Impossibility Theorem

• Based on the assumption that if 

you prefer x to z, and z to y, you 

may nevertheless prefer y to x

• Outcome: paradox or dictator
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A bit of history
Steeped in social choice theory:

■ Calculating the right decision

■ Based on aggregate preferences

■ Often aligned with some form of utilitarianism

■ As if voting ‘behaviours’ can be reduced to

to consumer preference: 

– You like red wine, I prefer white

– You prefer republicans,  I prefer democrats
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The problems with 
social & public 
choice theory

Behaviourism:

■ Pavlov approach

■ Simon approach

Relational approach:

■ Gibson
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The problems 
with social 
choice theory

Behaviourism:

■ Pavlov approach

■ Simon approach
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The problems 
with social 
choice theory

Behaviourism:

■ Pavlov approach

■ Simon approach
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The stimulus-reflex theory

- Treating an animal like a manipulable mechanism

- Methodological atomism (Methodenstreit)

Watson 1930:

- The interest of the behaviorist in man’s doings is 

more than the interest of the spectator — he wants 

to control man’s reactions as physical scientists 

want to control and manipulate other natural 

phenomena. It is the business of behavioristic

psychology to be able to predict and control human 

activity. To do this it must gather scientific data by 

scientific methods. Only then can the trained 

behaviourist predict, given the stimulus, what 

reaction will take place; or, given the reaction, state 

what the situation or stimulus is that has caused 

the reaction.

Skinner, Pentland, Helbing, Sunstein

Buytendijk & Plessner 1936 for in-depth critique



The problems 
with social 
choice theory

Behaviourism:

■ Pavlov approach

■ Simon approach
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The problems 
with social 
choice theory

Behaviourism:

■ Pavlov approach

■ Simon approach
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Herbert Simon 1986: Why should machines learn?

“[W]e should ask whether we really want to make the 

computer go through that tedious process, or whether 

machines should be programmed directly to perform tasks 

avoiding humanoid learning entirely!

Only one computer would have to learn; not every one 

would have to go to school.“

Cf. the controversy between Gary Marcus and Yann LeCun

Simon ‘invented’ bounded rationality and satisficing: 

- Kahnemann & Tversky – cognitive bias

- Gigerenzer – heuristics, ecological rationality
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The MyPersonality database:

■ Psychometrics

■ What could possibly go wrong?

Cambridge Analytica
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Cambridge Analytica:

■ Wilful manipulation of voters

■ Disruption of elections

■ Destroying the public sphere

Sunstein 2007:

■ Republic.com 2.0

Sunstein 2008

■ Nudge

James Buchanan 1986 Nobel Prize

■ The Calculus of Consent 1962

■ Public Choice theory
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The problems 
with social 
choice theory

Behaviourism:

■ Pavlov approach

■ Simon approach

Relational approach:

■ Gibson
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The problems 
with social 
choice theory

Behaviourism:

■ Pavlov approach

■ Simon approach

■ Gibson approach
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Gibson’s 1986 concept of an ‘affordance’:

“The affordances of the environment are what it offers the 

animal, what it provides or furnishes, either for good or ill. 

The verb to afford is found in the dictionary, but the noun 

affordance is not. I have made it up. I mean by it something 

that refers to both the environment and the animal in a way 

that no existing term does. It implies the complementarity of 

the animal and the environment.”

A relational, enactive understanding of agent & environment

Crucial for robotics, HMI, capability theory, privacy

Even more crucial for democratic theory and practice



DEMOCRACY

Back to Arendt:

“The world lies between 

people”

- ‘Interest’ lies between 

people
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DEMOCRACY

Back to Arendt:

“I am not afraid that 

behaviourism is true

but that it will become 

true”
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DEMOCRACY

Back to Arendt
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DEMOCRACY

Back to Arendt
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DEMOCRACY

Back to Arendt:
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DEMOCRACY

THE NORMATIVE 
FORCE 
OF THE FACTUAL

■ Interplay between facticity and normativity
(Jellinek)

– The gravity of the normal, the expected

– Computability is gaining traction as ‘the factual’

■ Interrelation between norm, decision and concrete order 
(Schmitt)

– Computability may reduce norm to rule

– Rule to decision rule

– Decision rule to concrete order

■ Antinomian nature of law 
(Radbruch)

– The normative cannot do without the factual

– The factual cannot do without the normative

– Computability may reduce the normative to the factual
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Is democracy computable?
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Anything is computable
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In different ways
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it would mean that 

democratic deliberation and participation 
will be displaced:
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(1) which computation 

is an adequate translation or proxy 
of what we want?
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(2) what big players have the expertise 

to offer such translation and 
what big players 

have the power to decide on the proxies
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I am not sure this is what democracy should be about

25/3/21 Hildebrandt: Is Democracy Computable? 48



25/3/21 Hildebrandt: Is Democracy Computable? 49



literature

Arendt, H., 1958. The Human Condition. University Press of Chicago, Chicago London.

Berkowitz, R., Keenan, T., Katz, J. (Eds.), 2009. Thinking in Dark Times: Hannah Arendt on Ethics and Politics, Fordham 
University Press, New York, see https://www.designdarktimes.net/home/designing-in-dark-times

Burgess, P., 2021. Algorithmic augmentation of democracy: considering whether technology can enhance the concepts of 
democracy and the rule of law through four hypotheticals. AI & Soc. https://doi.org/10.1007/s00146-021-01170-8

Buytendijk, F.J.J., Plessner, H., 1936. Die Physiologische Erklärung Des Verhaltens. Acta Biotheoretica 1, 151–172.

Costall, A., Morris, P., 2015. The “textbook Gibson”: The assimilation of dissidence. Hist Psychol 18, 1–14. 
https://doi.org/10.1037/a0038398

Dodd, S., Dean, O.M., Vian, J., Berk, M., 2017. A Review of the Theoretical and Biological Understanding of the Nocebo and 
Placebo Phenomena. Clin Ther 39, 469–476. https://doi.org/10.1016/j.clinthera.2017.01.010

Genesereth, M., 2015. Computational Law. The Cop in the Backseat (White Paper). CodeX: The Center for Legal Informatics 
Stanford University.

Gibson, J., 1986. The Ecological Approach to Visual Perception. Lawrence Erlbaum Associates, New Jersey.

Gigerenzer, G., 2018. The Bias Bias in Behavioral Economics. RBE 5, 303–336. https://doi.org/10.1561/105.00000092

25/3/21 Hildebrandt: Is Democracy Computable? 50

https://www.designdarktimes.net/home/designing-in-dark-times
https://doi.org/10.1007/s00146-021-01170-8
https://doi.org/10.1037/a0038398
https://doi.org/10.1016/j.clinthera.2017.01.010
https://doi.org/10.1561/105.00000092


literature

Hildebrandt, M., 2021. The issue of bias. The framing powers of machine learning, in: Pelillo, M., Scantamburlo, T. (Eds.), Machines We 
Trust: Perspectives on Dependable AI. The MIT Press, Cambridge, Massachusetts.

Hildebrandt, M., 2017a. Learning as a Machine. Crossovers Between Humans and Machines. Learning Analytics 4, 6-23-6–23. 
https://doi.org/10.18608/jla.2017.41.3

Hildebrandt, M., 2017b. Law As an Affordance: The Devil Is in the Vanishing Point(s). Critical Analysis of Law 4.

Hildebrandt, M., 2015. Radbruch’s Rechtsstaat and Schmitt’s Legal Order: Legalism, Legality, and the Institution of Law. Critical 
Analysis of Law 2.

Hildebrandt, M., Gutwirth, S., 2007. (Re)presentation, pTA citizens’ juries and the jury trial. Utrecht Law Review 3, 
http://www.utrechtlawreview.org/

Kahneman, D., 2003. Maps of Bounded Rationality: Psychology for Behavioral Economics. The American Economic Review 93, 1449–
1475.

Kruks, S., 2012. Simone de Beauvoir and the Politics of Ambiguity. Oxford University Press.

Ladavac, N.B., Bezemek, C., Schauer, F. (Eds.), 2019. The Normative Force of the Factual: Legal Philosophy Between Is and Ought, 
Springer.

Merton, R.K., 1948. The Self-Fulfilling Prophecy. The Antioch Review 8, 193–210.

Mouffe, C., 2000. The democractic paradox. Verso, London New York.

25/3/21 Hildebrandt: Is Democracy Computable? 51

https://doi.org/10.18608/jla.2017.41.3
http://www.utrechtlawreview.org/


literature

Radbruch, G., 2020. Law’s Image of the Human. Oxford Journal of Legal Studies 40, 667–681. https://doi.org/10.1093/ojls/gqaa026

Radbruch, G., 2013. Legal Philosophy, in: Patterson, E.W., Wilk, K. (Eds.), The Legal Philosophies of Lask, Radbruch, and Dabin. Harvard 

University Press. https://doi.org/10.4159/harvard.9780674493025

Sen, A., 1977. Social Choice Theory: A Re-Examination. Econometrica 45, 53–89. https://doi.org/10.2307/1913287

Simon, H.A., 1983. Why Should Machines Learn?, in: Michalski, R.S., Carbonell, J.G., Mitchell, T.M. (Eds.), Machine Learning, Symbolic 

Computation. Springer Berlin Heidelberg, pp. 25–37. https://doi.org/10.1007/978-3-662-12405-5_2

Thomas, W.I., Thomas, D.S., 1928. The Child in America. Knopf, New York.

Waddington, M., 2020. Rules as Code. Law in Context. A Socio-legal Journal 37, 179–186. https://doi.org/10.26826/law-in-

context.v37i1.134

Watson, J.B., 1930. Behaviorism, Revised. ed. Chicago University Press.

25/3/21 Hildebrandt: Is Democracy Computable? 52

https://doi.org/10.1093/ojls/gqaa026
https://doi.org/10.4159/harvard.9780674493025
https://doi.org/10.2307/1913287
https://doi.org/10.1007/978-3-662-12405-5_2
https://doi.org/10.26826/law-in-context.v37i1.134


See also slides of the 
TILT Public Lecture & Europe Lecture

■ Why Microtargeting does not work but nevertheless disrupts the public sphere: 

https://www.cohubicol.com/assets/uploads/why-microtargeting-does-not-work.pdf 

■ Democracy as action in the era of political behavioural targeting: 

https://www.montesquieu-instituut.nl/9353262/g/ppt/mireille.pdf
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