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■ Code-driven systems:
– systems that do not learn based on training data (for instance legal 

expert systems, rules as code), including dedicated programming 
languages (though they are not systems)

■ Data-driven systems:
– systems that learn based on training data (whether supervised, 

unsupervised or reinforcement learning), including training datasets 
(though they are not systems)

■ Obviously, many systems are hybrid in various ways
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COHUBICOL research Qs

1. What are these systems claimed to achieve in terms of functionality?

2. How could this be substantiated (or not)?

3. What upstream design decisions impact law and legal effect, and how?

■ Relevance: AI Act, GDPR, AI Liability Directive
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COHUBICOL research Qs

Upstream design decisions have normative effects, depending on the use case

■ What upstream design decisions impact fundamental rights, and how?
– In case of downstream deployment
– Depending on reasonably foreseeable use cases
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IPA talks

– Mireille: data-driven (machine learning)
– Paulus: code-driven (software engineering)
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2020

■ Law is not a bag of rules

■ Singling out a specific rule may misfire:
– unwritten law probably applies
– fundamental rights may be relevant
– the complex context of the entire legal 

framework counts when interpreting the rule
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2020

■ Law is not a bag of data

■ A statistical approach to legal norms misses the point:
– unwritten law is normative
– fundamental rights may be relevant
– the complex context of the entire legal 

framework counts when interpreting the data
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IPA talks

■ Sustainable in the real world?
– “correct, reliable, secure and fair”
– 4R AI: robust, resilient, reliable, responsible
– downstream impact of upstream design decisions is key
– connection with
■ reasonably foreseeable unreliability, unlawfulness, unfairness
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What’s next?

■ 3 types of proxies

■ 3 types of ground-truthing

■ performance metrics and the ML pipeline

■ 3 types of bias
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3 types of proxies

■ A proxy is something that ‘stands in’ for something else

■ In ML we need machine-readable proxies that stand for:
– Relevant features deemed to define or influence real world phenomena
– Real world representation in the form of data
– Real world goals (or targets, cf the approximation of a target function)
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3 types of proxies

■ Labels in supervised ML
– E.g. male/female, positive/negative, violation/non-violation

■ Training data in unsupervised ML
– E.g. Legal text corpora (case law) to enable case outcome prediction

■ Prompts in reinforcement learning with human feedback
– E.g. telling the system what output to avoid or prioritise
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3 types of proxies

■ Labels in supervised ML
– Who determines the label (defining the feature)?
– Who does the labelling (attributing a label to the training set)?
– What is the relationship between the labels and the real-world trigger?

■ The proxy relationship, e.g. in sentiment analysis
■ This concerns the framing problem
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3 types of proxies

■ Training data in unsupervised ML
– Low hanging fruit 

(easy but irrelevant or incomplete data)
– Benchmark datasets 

(may be a local minimum)
– Assuming the distribution of the training data is

that of future data

27/9/23 IPA Sustainable Software HILDEBRANDT 16

Data Fallacies to Avoid

Read more at 
geckoboard.com/data-fallacies

Data Dredging
Repeatedly testing new hypotheses against the 
same set of data, failing to acknowledge that 
most correlations will be the result of chance.

Survivorship Bias
Drawing conclusions from an incomplete set of 

data, because that data has ‘survived’ some 
selection criteria.

Cherry Picking
Selecting results that fit your claim and 

excluding those that don’t. 

False Causality
Falsely assuming when two events appear 

related that one must have caused the other.

Gerrymandering
Manipulating the geographical boundaries used 

to group data in order to change the result.

Cobra Effect
Setting an incentive that accidentally produces 
the opposite result to the one intended. Also 

known as a Perverse Incentive.

Gambler’s Fallacy
Mistakenly believing that because something has 

happened more frequently than usual, it’s now 
less likely to happen in future (and vice versa).

Hawthorne Effect
The act of monitoring someone can affect their 

behaviour, leading to spurious findings. Also 
known as the Observer Effect.

Sampling Bias
Drawing conclusions from a set of data that isn’t 
representative of the population you’re trying to 

understand.

Simpson’s Paradox
When a trend appears in different subsets of 

data but disappears or reverses when the 
groups are combined.

McNamara Fallacy
Relying solely on metrics in complex situations 

and losing sight of the bigger picture.

Regression Towards the Mean
When something happens that’s unusually good 
or bad, it will revert back towards the average 

over time.

Publication Bias
Interesting research findings are more likely to 

be published, distorting our impression of 
reality.

Danger of Summary Metrics
Only looking at summary metrics and missing 

big differences in the raw data.

Overfitting
Creating a model that’s overly tailored to the 
data you have and not representative of the 

general trend.



3 types of proxies

■ Prompts in reinforcement learning with 
human feedback
– RLHF
– alignment
– (with whose values?)
– adversarial manipulation
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3 types of ground truthing

■ Ground truth is a proxy
– for a slice or real-world (representation)
– for an intended real-world (goal to be achieved)

OR

■ Ground truth as the incomputable real-world slice or goal
– To be approximated with data/variables/output models
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3 types of ground truthing

Upstream design decisions ‘define’ the ground truth (as a proxy)

■ Labelling: solutions to intra- and inter-rating disagreement 
– Cp radiologists and judges

■ Training data: trade-offs when selecting and curating training data
– Cp medical treatment data and legal text corpora

■ Test data: choices made when deciding on test-data
– Cp post-treatment health data and legal text corpora

Check the issue of data leakage between health and law
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ML performance metrics

ML output-testing:
• Accuracy
• Precision
• Recall

• Performance metrics offer an internal test
• Just like verification and some types of validation
• What we very much need is external validation, testing against real-world goals
• Real-world goals is not the same as real-world data (which is a proxy)

These performance metrics depend on 
assumptions inherent in:
- the training data
- the learners, hypothesis space
- the feedback provided



         validation
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Real World Goals
‘do justice’

Requirements
‘like cases treated 

alike’

Specifications
‘select relevant features’

‘train an LLM 
on relevant case law’

validation

C
O
D
E

verification

verificationML Pipeline
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Real World Goals
‘generate language 
that makes sense’ Training Data:

‘language-behaviours 
from as many 

contexts as possible’

validation

C
O
D
E

output:
- next word-token guessing

input:
- prompt engineering
- RLHF, alignment

output:
- next word-token guessing

LLM Pipeline

RL:
‘guess the next
word-token’ 



3 types of bias

■ Productive bias, that is key to machine learning

■ Ethical bias, that may reinforce existing or introduce new unfairness 

■ Unlawful bias, that implies discrimination based on a prohibited ground
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3 types of bias

■ Productive bias, that is key to machine learning 
– Inductive bias, which depends on the training data, the labelling, prompts
– Inductive bias is inevitable, productive and generative (Mitchell):
– ”a learner that makes no a priori assumptions regarding the identity of the 

target concept has no rational basis for classifying any unseen instances’
– Simple comme bonjour, but what about DL and LLMs?
– Supervised and reinforcement learners: target concept (the goal)
– Unsupervised learner: no target concept, loss function and optimisation method
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3 types of bias

■ Ethical bias, that is inevitable in machine learning 
– ML upstream design decisions (training data, target function, hypothesis space, 

loss function and optimisation method, goals and prompts)
– are neither good nor bad, but never neutral
– they will have normative impact insofar as they e.g.

■ produce different output models used for ADM
■ change the ‘choice architecture’ for deployers and end-users

– this may also result in moral impact, e.g. unfairness
– however, who defines what counts as unfair?
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3 types of bias

■ Unlawful bias, that depends on the violation of e.g. the right to non-discrimination 
– ML upstream design decisions (training data, target function, hypothesis space, 

loss function and optimisation method, goals and prompts)
– may result in decisions or a ‘choice architecture’ that:
■ discriminates on a prohibited ground, such as

– gender, sexual orientation, ethnic background, religion
– note that economic deprivation is not a prohibited ground:

■ a higher premium for low-income folk does not involve a prohibited ground, unless
■ E.g. low-income coincides with a specific ethnic background
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So what?

■ Upstream design decisions matter – a lot:
– for sustainable output models:
■ robust, resilient, reliable and responsible
■ fairness and human dignity
■ avoiding violation of fundamental rights
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