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Fundamental 
principles 

of the Rule of Law

■ Access to justice

■ Transparency

■ Contestability

■ Legal certainty
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Fundamental 
principles 

of the Rule of Law

Does computational law enhance or reduce 
access to justice?

Does computational law enhance or reduce 
human agency? 

How to ensure that 

Ø those who create our new onlife world 

Ø are under the Rule of Law? 
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BIG LAW
&

BIG DATA



What’s Next?

9

1. Human and machine reading of law

2. Pandora’s box

3. NLP of legal text

4. The force of law and the force of technology

5. Interaction between Law and CS
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The difference that 
makes a difference

(Bateson)

■ Wetten.nl
Information Retrieval 
(wonderful resource)

– Information as content or communication
– Information as novelty, 

compared to knowledge background
– Connecting legislation with 

its history and relevant case law

■ Sources of law: 
the authentic legal ‘text’ 
that defines positive law

– Information as ‘informare’, shaping societal 
architecture

– Information with performative effect 
(it does what it describes)

– Legal conditions and legal effect: 
the choice architecture of human society
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Anecdotics from the 
European Legal Space

■ Art. 33 Loi Reforme de la Justice: 
prohibition to use judges names for analytics

■ Art. 52(e)(2) draft Medienstaatsvertrag: 
search must be ‘discrimination-free’

■ CRvB, 15 mei 2019, ECLI:NL:CRVB:2019:1737 
(CBBS algorithmic decision-system)
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LOI n° 2019-222 du 
23 mars 2019 

de programmation
2018-2022 et 

de réforme pour la justice 
(1)

Section 3 : 
Concilier la publicité

des décisions de justice et 
le droit au respect

de la vie privée

Article 33

Les données d'identité des magistrats et des 
membres du greffe

■ ne peuvent faire l'objet d'une réutilisation
ayant pour objet ou pour effet

■ d'évaluer, d'analyser, de comparer ou de 
prédire

■ leurs pratiques professionnelles réelles ou
supposées. 

La violation de cette interdiction 
est punie (….).

BECENTRAL AI and the LAW Hildebrandt 25/11/19 13



§ 52 Medienplattformen
und Benutzeroberflächen

(e) Auffindbarkeit in 
Benutzeroberflächen

(2) Gleichartige Angebote oder Inhalte dürfen
bei der Auffindbarkeit, insbesondere der 
Sortierung, Anordnung oder Abbildung auf 
Benutzeroberflächen, 

■ nicht ohne sachlich gerechtfertigten Grund
unterschiedlich behandelt werden; 

■ ihre Auffindbarkeit darf nicht unbillig
behindert werden. 

Zulässige Kriterien für eine Sortierung oder
Anordnung sind insbesondere Alphabet, 
Genres oder Nutzungsreichweite. 

Eine Sortierung oder Anordnung soll in 
mindestens zwei verschiedenen Varianten
angeboten werden.

Alle Angebote müssen mittels einer
Suchfunktion diskriminierungsfrei auffindbar
sein. 

Einzelheiten regeln die Landesmedienanstalten
durch Satzungen und Richtlinien.
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CRvB, 15 mei 2019, 
ECLI:NL:CRVB:2019:1737 

CBBS
algorithmic decision system

■ Het Claimbeoordelings- en Borgingssysteem (CBBS) 
wordt door 
verzekeringsartsen en arbeidsdeskundigen van 
Uitvoering Werknemersverzekeringen (UWV) 
gebruikt bij de 
WAO/WAZ/Wajong claimbeoordelingen.

■ CBBS heeft een tweeledige functie. 
- Het is primair een instrument voor het uitvoeren
van de claimbeoordeling. 
- Daarnaast levert het systeem feedback over deze
beoordeling.

■ CBBS vervangt het Functie Informatie Systeem (FIS). 
Sinds 1 januari 2002 worden alle
WAO/WAZ/Wajong-claimbeoordelingen
uitgevoerd met behulp van CBBS.
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What is ‘computational law’?
■ Data-Driven ’Law’ (inductive)

Use of predictive analytics on legal text (case law, statutes, regulation)
– Argumentation mining 
– Prediction of judgement
– Based on NLP (text mining) or random forests (mining of judges votes) 

(both supervised ML but otherwise very different assumptions)  

■ Code-Driven ‘Law’ (deductive)
Self-executing algorithmic decision-making
– Smart regulation (blockchain)
– ‘Traditional’ decision-support (decision-trees)
– Based on IFTTT logic, painstakingly interpreted and translated 
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What is text-driven law?

■ Is modern positive law technologically mediated?

■ Yes: technologies of the word = text

■ Modern positive law = text-driven law
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What is text-driven law?

■ Text-driven normativity followed orality:
– Distantiation in time and space: author-reader-text-meaning
– Evokes the need for interpretation (death of the author emancipates the text)
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What is text-driven law?

■ The cybernetics of text-driven normativity (control at a distance)
■ Uniformity of the text across time and space (jurisdiction extended)
■ Natural language is generative because it is ambiguous (feature not bug)
■ Need for interpretation implies argumentation and contestation
■ Legal certainty: combination of foreseeability and contestability
■ Text-driven normativity generates closure as well as openings
■ Rule of Law as an affordance of text-driven normativity
■ We cannot take for granted that code- or data-driven law has similar affordances
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Text-driven law = 
based on close reading

■ Individual access, reconfiguring own understanding

■ Creating a theatre of debate in the back of one’s mind

■ The ‘monologue intérieur’

■ Narrative and argumentative structure of human mind

■ Abstract thought depends on script (external memory)

■ Sapir Whorf thesis: language uses shapes the mind (both grammar & vocabulary)
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NLP: 
TEXT MINING AS
DISTANT READING
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NLP: text mining as distant reading

FRANCO MORETTI DISTANT READING

How does a literary historian end up thinking in terms of z-scores, principal component 
analysis, and clustering coefficients? The essays in Distant Reading led to a new and often 
contested paradigm of literary analysis. In presenting them here Franco Moretti reconstructs 
his intellectual trajectory, the theoretical influences over his work, and explores the polemics 
that have often developed around his positions.

From the evolutionary model of “Modern European Literature,” through the geo-cultural 
insights of “Conjectures of World Literature” and “Planet Hollywood,” to the quantitative 
findings of “Style, inc.” and the abstract patterns of “Network Theory, Plot Analysis,” the 
book follows two decades of conceptual development, organizing them around the 
metaphor of “distant reading,” that has come to define—well beyond the wildest 
expectations of its author—a growing field of unorthodox literary studies.
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What’s Next?

24

1. Human and machine reading of law

2. Pandora’s box

3. NLP of legal text

4. The force of law and the force of technology

5. Interaction between law and CS
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Pandora’s Box
Difficult to get toothpaste back into the tube

■ Once legal tech is employed, it may transform how we understand ‘law’

■ Citron: technological due process
– Interpretation, translation and execution are conflated 
– Enacting, applying, adjudicating law collapses into one big deal
– Checks and balances get lost, redress becomes more difficult
– Those who design the code are legislator, executive and court all at once
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Pandora’s Box
Difficult to get toothpaste back into the tube

■ Once legal tech is employed, it may transform how we understand ‘law’

■ The accessibility of the binding legal texts within the European Legal space could:
– enable forum shopping that may generate a Delaware effect
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Pandora’s Box
Difficult to get toothpaste back into the tube

■ Once legal tech is employed, it may transform how we understand ‘law’

■ Increasing use of automated decision systems within public administration will pressure 
legislatures 

– to articulate statutory law in a way that is amenable to ‘codification’
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Pandora’s Box
Difficult to get toothpaste back into the tube

■ Once legal tech is employed, it may transform how we understand ‘law’

■ The urge to provide ‘easy access to clear and consistent law’ in combination with 
‘eTranslation technologies’ may result in

– monolingualism to the extent that training data focus on English translation
– consistent misinterpretation due to the bugs inherent in eTranslation
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Pandora’s Box
Black boxing access to law?

■ Once legal tech is employed, it may transform how we understand ‘law’

■ Technical standardisation will open Pandora’s box because the law will serve as 
training data for predictive analytics:

– Both for case law of the European courts and for national courts
– This will further increase the ability to engage in forum shopping
– It will also increase the use of legal tech by e.g. Big Law
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Pandora’s Box
Black boxing access to law?

■ Once legal tech is employed, it may transform how we understand ‘law’

■ Developing and/or purchasing legal analytics is a costly affair
– if Big Law gains an advantage this will endanger the foundations of both law and 

the Rule of Law
– argumentation (based on close reading) will in part be replaced by correlation 

(based on distant reading)
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Pandora’s Box
Black boxes access to law?

1. intentional secrecy 

– trade secrets, IP rights, public security 

2. current education invests in writing and reading natural language, not in code or ML

– monopoly of the new clerks, the end of democracy, unless …

2. kmismatch between math-optimization in high-dimensional ML and human semantics

– when it comes to law and justice we cannot settle for ‘computer says no’

– Cp. https://journals.sagepub.com/doi/abs/10.1177/2053951715622512
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Pandora’s Box
Black boxing access to law?

■ Once legal tech is employed, it may transform how we understand ‘law’

■ Economic incentives will prioritize proprietary analytics, which will co-opt open source 
initiatives (e.g. Aletras et al)

– This will generate black boxes that in point of fact reduce the accessibility of the 
sources of law

– While also halting and disrupting the development of law, as these systems can 
only be trained on historical data
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What’s Next?

33

1. Human and machine reading of law

2. Pandora’s box

3. NLP of legal text

4. The force of law and the force of technology

5. Interaction between law and CS

BECENTRAL AI and the LAW Hildebrandt 25/11/19



BECENTRAL AI and the LAW Hildebrandt 3425/11/19



BECENTRAL AI and the LAW Hildebrandt 3525/11/19



■ Assumption: text extracted from published judgments are a proxy 
for applications lodged with the Court 
– why? published judgments = low hanging fruit
– problem: as authors state, facts may be articulated by court 

to fit the conclusion
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Publication bias

H o w  i n t e r e s t i n g  a  r e s e a r c h  f i n d i n g  i s  a f f e c t s  h o w  l i k e l y  i t 

i s  t o  b e  p u b l i s h e d ,  d i s t o r t i n g  o u r  i m p r e s s i o n  o f  r e a l i t y .

For  every  s tudy  that  shows s tat i s t i ca l l y  s ign i f i cant  resu l t s , 
there  may have been many s imi la r  tes ts  that  were  inconc lus ive . 
However,  s ign i f i cant  resu l t s  a re  more  in terest ing to  read about 

and are  therefore  more  l i ke ly  to  get  publ i shed.  Not  knowing 
how many ‘bor ing’  s tud ies  were  f i led  away  impacts  our  ab i l -

i t y  to  judge the  va l id i ty  o f  the  resu l t s  we read about .  When a 
company c la ims  a  cer ta in  act iv i ty  had a  major  pos i t i ve  impact 

on  growth,  other  companies  may have t r ied  the  same th ing 
wi thout  success ,  so  they  don’t  ta lk  about  i t .
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■ Cases held inadmissible or struck out beforehand are not 
reported, which entails that a text-based predictive analysis of 
these cases is not possible.
– why? admissible cases = low hanging fruit
– problem: these cases would probably make a difference 

which now remains invisible
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D r a w i n g  c o n c l u s i o n s  f r o m  a n  i n c o m p l e t e  s e t  o f  d a t a , 

b e c a u s e  t h a t  d a t a  h a s  ‘ s u r v i v e d ’  s o m e  s e l e c t i o n  c r i t e r i a .

When ana lyz ing data ,  i t ’s  important  to  ask  yourse l f  what 
data  you don’t  have .  Somet imes ,  the  fu l l  p ic ture  i s  obscured 

because the  data  you’ve  got  has  surv ived a  se lect ion  of  some 
sor t .  For  example ,  in  WWII ,  a  team was  asked where  the  best 

p lace  was  to  f i t  a rmour  to  a  p lane.  The p lanes  that  came 
back  f rom bat t le  had bu l le t  ho les  everywhere  except  the
engine  and cockpi t .  The team dec ided i t  was  best  to  f i t

a rmour  where  there  were  no bu l le t  ho les ,  because  p lanes 
shot  in  those  p laces  had not  returned.

SURVIVORSHIP
BIAS
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■ Data on cases related to art. 3, 6, 8 ECHR
– why? provided the most data to be scraped, and sufficient 

cases for each
– problem: impact of framing of the case remains invisible 

(think e.g. art. 5, 7, 9, 10, 14)
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Sampling BiaS

D r a w i n g  c o n c l u s i o n s  f r o m  a  s e t  o f  d a t a  t h a t  i s n ’ t

r e p r e s e n t a t i v e  o f  t h e  p o p u l a t i o n  y o u ’ r e  t r y i n g  t o  u n d e r s t a n d .

A c lass ic  prob lem in  e lect ion  po l l ing  where  people  tak ing 
par t  in  a  po l l  a ren ’t  representat ive  of  the  tota l  populat ion , 
e i ther  due to  se l f - se lect ion  or  b ias  f rom the  ana lys ts .  One 

famous  example  occur red in  1948 when The Ch icago Tr ibune 
mis taken ly  pred ic ted,  based on a  phone survey,  that  Har ry 

S  Truman would  become the  next  US pres ident .  They  hadn’t 
cons idered that  on ly  a  cer ta in  demograph ic  cou ld  a fford 
te lephones ,  exc lud ing ent i re  segments  o f  the  populat ion 

f rom the i r  survey.  Make sure  to  cons ider  whether  your
research  par t i c ipants  a re  t ru ly  representat ive  and not

sub ject  to  some sampl ing b ias . 
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■ Dataset = publicly available
– for each article: all cases [apart from non-English judgments]
– equal amount of violation/non-violation cases
– text extraction by using regular expressions, excluding 

operative provisions
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■ Prediction is defined as a binary classification task: yes/no violation:
– using each set of textual features to train SVM classifiers
– linear kernal to check the weight learned for each feature
– violation cases labelled +1, non-violation labelled -1
– features with positive weights indicative of violation, with negative 

indicative of non-violation

– trained and tested by 10-fold cross validation, a held-out of 10% for testing
– performance computed as mean accuracy after 10-fold cross-validation
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■ Circumstances and topics are best predictors, 
combined works best

– law has lowest performance
■ discussion: facts more important than law
■ legal formalism and realism: evidence that legal realism is realistic
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This is nonsense for 2 reasons:

1. as indicated by the authors the facts, formulated by the court, 
may be tuned to the outcome

2. in many cases there is no law section due to 
an inadmissibility judgment

3. To seriously make sense, 
one would need the facts of ‘cases’ that did not reach the court…
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What’s Next?

47

1. Human and machine reading of law

2. Pandora’s box

3. NLP of legal text

4. The force of law and the force of technology

5. Interaction between law and CS
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The force of law and 
the force of technology

■ The European Forum of Official Gazettes:
– Text with legal effect
– Legal effect = the force of law
– The force of law = performative speech act in text

■ Text-mining, predictive analytics, ‘codification of law’:
– Operations with legal effect?
– Does code generate legal effect?
– Or does it thrive on the force of technology?

BECENTRAL AI and the LAW Hildebrandt 4825/11/19



Whiteboxing predictive legal tech?

■ used as a means to provide feedback to lawyers, clients, prosecutors, courts

■ could involve a sensitivity analysis, modulating facts, legal precepts, claims

■ as a domain for experimentation, developing new insights, argumentation patterns, 
testing alternative approaches

■ could detect missing information (facts, legal arguments), helping to improve the 
outcome of cases

■ can be used to improve the acuity of human judgment, if not used to replace it

■ if used to replace, it should not be confused with law; then is becomes administration –
the difference is crucial, critical and pertinent

■ cp. http://www.vikparuchuri.com/blog/on-the-automated-scoring-of-essays/
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‘Codification’ under the Rule of Law?

■ Automated decision-making is not law, but public administration

■ It cannot be ‘legal by design’, but may contribute to legal protection by design

■ Automated decision-making in public administration must be brought under the Rule of 
Law (connection with art. 22 GDPR, legal remedies in administrative law):

– Democratic legitimation (representation, deliberation, participation)
– Resistability (otherwise not law but administration)
– Contestable in a court of law (under the Rule of Law)
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What’s Next?

52

1. Human and machine reading of law

2. Pandora’s box

3. NLP of legal text

4. The force of law and the force of technology

5. Interaction between Law and CS
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Precaution 
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Feature 
space 
matters

CHERRY PICKING

T h e  p r a c t i c e  o f  s e l e c t i n g  r e s u l t s  t h a t  Ɠ t  y o u r  c l a i m ,

a n d  e x c l u d i n g  t h o s e  t h a t  d o n ’ t .  T h e  w o r s t  a n d  m o s t

h a r m f u l  e x a m p l e  o f  b e i n g  d i s h o n e s t  w i t h  d a t a .

When mak ing a  case ,  data  adds  weight  –  whether  a  s tudy, 
exper iment  or  someth ing you’ve  read.  However,  people

of ten  on ly  h igh l ight  data  that  backs  the i r  case ,  ra ther  than 
the  ent i re  body of  resu l t s .  I t ’s  preva lent  in  publ ic  debate 
and pol i t i cs  where  two s ides  can  both  present  data  that 
backs  the i r  pos i t ion .  Cherry  P ick ing can be de l iberate  or 

acc identa l .  Commonly,  when you’ re  rece iv ing data  second 
hand,  there ’s  an  opportun i ty  for  someone choos ing what 

data  to  share  to  d i s tor t  the  t ruth  to  whatever  op in ion 
they ’ re  peddl ing.  When on the  rece iv ing end of  data ,  i t ’s 

important  to  ask  yourse l f :  ‘What  am I  not  be ing to ld? ’ .
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Can lawyers
Understand
What is not
Visualised?

Danger of
Summary metricS 

I t  c a n  b e  m i s l e a d i n g  t o  o n l y  l o o k  a t  t h e

s u m m a r y  m e t r i c s  o f  d a t a  s e t s . 

To demonst rate  the  e ffect ,  s ta t i s t i c ian  Franc i s  Anscombe put 
together  four  example  data  sets  in  the  1970s .  Known as
Anscombe’s  Quartet ,  each  data  set  has  the  same mean,

var iance  and cor re la t ion .  However,  when graphed,  i t ’s  c lear 
that  each  of  the  data  sets  a re  tota l l y  d i f fe rent .  The po int  that 

Anscombe wanted to  make i s  that  the  shape of  the  data  i s
as  important  as  the  summary  metr ics  and cannot  be ignored

in  ana lys i s .
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Can lawyers
check where 
to draw 
the line?

Overfitting

A  m o r e  c o m p l e x  e x p l a n a t i o n  w i l l  o f t e n  d e s c r i b e  y o u r 

d a t a  b e t t e r  t h a n  a  s i m p l e  o n e .  H o w e v e r ,  a  s i m p l e r

e x p l a n a t i o n  i s  u s u a l l y  m o r e  r e p r e s e n t a t i v e  o f  t h e

u n d e r l y i n g  r e l a t i o n s h i p .

When look ing at  data ,  you’ l l  want  to  unders tand what  the 
under ly ing re la t ionsh ips  a re .  To do th i s ,  you c reate  a  model 
that  descr ibes  them mathemat ica l l y.  The problem i s  that  a 
more  complex  model  w i l l  f i t  your  in i t ia l  data  bet ter  than  a 

s imple  one.  However,  they  tend to  be very  br i t t le :  They  work 
we l l  for  the  data  you a l ready  have,  but  t ry  too hard  to  exp la in 
random var ia t ions .  Therefore ,  as  soon as  you add more  data , 
they  break  down.  S impler  models  a re  usua l l y  more  robust  and 

bet ter  a t  pred ic t ing future  t rends .
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Can lawyers
detect what
data has not
been taken 
into account?

McNaMara
Fallacy

R e l y i n g  s o l e l y  o n  m e t r i c s  i n  c o m p l e x  s i t u a t i o n s  c a n 

c a u s e  y o u  t o  l o s e  s i g h t  o f  t h e  b i g g e r  p i c t u r e .

Named af ter  Robert  McNamara ,  the  U.S .  Secretary  o f  Defense 
(1961-1968) ,  who be l ieved t ruth  cou ld  on ly  be  found in  data 

and s tat i s t i ca l  r igor.  The fa l lacy  re fers  to  h i s  approach of
tak ing enemy body count  as  the  measure  of  success  in  the 
Vietnam War.  Obsess ing over  i t  meant  that  other  re levant

ins ights  l i ke  U.S .  body count ,  te r r i tor ia l  ga ins ,  and the
 sh i f t ing  mood of  the  genera l  publ ic  were  ignored.  When

ana lyz ing complex  phenomena,  we’ re  o f ten  forced to  use  a 
metr ic  as  proxy  for  success .  However,  dogmat ica l l y  opt imiz ing 

for  th i s  number  and ignor ing a l l  o ther  in format ion  i s  r i sky.
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Do lawyers
understand 
the 
statistics?
(that determines
the output)

RegRession
TowaRd The Mean

W h e n  s o m e t h i n g  h a p p e n s  t h a t ’ s  u n u s u a l l y  g o o d  o r  b a d ,

o v e r  t i m e  i t  w i l l  r e v e r t  b a c k  t o w a r d s  t h e  a v e r a g e .

Anywhere  that  random chance p lays  a  par t  in  the  outcome, 
you’ re  l i ke ly  to  see  regress ion  toward the  mean.  For  example , 

success  in  bus iness  i s  o f ten  a  combinat ion  of  both  sk i l l  and 
luck .  Th i s  means  that  the  best  per forming companies  today 

are  l i ke ly  to  be much c loser  to  average in  10  years  t ime,  not 
through incompetence but  because  today  they ’ re  l i ke ly

benef i t t ing  f rom a  s t r ing  of  good luck  –  l i ke  ro l l ing  a
double-s ix  repeated ly.
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Will prediction
of judgement
be gamed
by Big Tech
or Big Law?

HawtHorne effect

W h e n  t h e  a c t  o f  m o n i t o r i n g  s o m e o n e  c a n  a f f e c t  t h a t

p e r s o n ’ s  b e h a v i o r .  A l s o  k n o w n  a s  t h e  O b s e r v e r  E f f e c t . 

In  the  1920s  at  Hawthorne Works ,  an  I l l ino i s  factory,  a
soc ia l  sc iences  exper iment  hypothes i sed that  workers  would 
become more  product ive  fo l lowing var ious  changes  to  the i r 

env i ronment  such  as  work ing hours ,  l ight ing leve ls  and break 
t imes .  However,  i t  tu rned out  that  what  actua l l y  mot ivated 

the  workers ’  product iv i ty  was  someone tak ing an  in terest  in 
them.  When us ing human research  sub jects ,  i t ’s  important

to  ana lyze  the  resu l t ing  data  w i th  cons iderat ion  for
the  Hawthorne Effect .
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What about 
the inductive
fallacy?

Gambler’s Fallacy

T h e  m i s t a k e n  b e l i e f  t h a t  b e c a u s e  s o m e t h i n g  h a s  h a p p e n e d 

m o r e  f r e q u e n t l y  t h a n  u s u a l ,  i t ’ s  n o w  l e s s  l i k e l y  t o  h a p p e n

i n  f u t u r e  a n d  v i c e  v e r s a .

This  i s  a l so  known as  the  Monte  Car lo  Fa l lacy  because  of
an  in famous  example  that  occur red at  a  rou let te  tab le  there 

in  1913.  The ba l l  fe l l  in  b lack  26  t imes  in  a  row and gamblers 
los t  mi l l ions  bet t ing aga ins t  b lack ,  assuming the  s t reak  had 
to  end.  However,  the  chance of  b lack  i s  a lways  the  same as 
red regard less  o f  what ’s  happened in  the  past ,  because  the 

under ly ing probabi l i t y  i s  unchanged.  A rou let te  tab le  has  no 
memory.  When tempted by  th i s  fa l lacy,  remind yourse l f  that 

there ’s  no  rect i fy ing force  in  the  un iverse  act ing to
‘ba lance th ings  out ’ !
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Do lawyers
recognize
P-hacking
when they 
see it?

DATA DREDGING

S l i c e  y o u r  d a t a  i n  e n o u g h  d i f f e r e n t  w a y s  a n d  y o u ’ l l

o b s e r v e  s o m e  c o r r e l a t i o n s  p u r e l y  a s  a  r e s u l t  o f  c h a n c e . 

D a t a  d r e d g i n g  i s  t h e  f a i l u r e  t o  a c k n o w l e d g e  t h a t  t h e

c o r r e l a t i o n  w a s  i n  f a c t  t h e  r e s u l t  o f  c h a n c e . 

Tests  for  s ta t i s t i ca l  s ign i f i cance on ly  work  i f  you’ve
def ined your  hypothes i s  upf ront .  H is tor ica l l y,  th i s  has  been

a problem wi th  c l in ica l  t r ia l s  where  researchers  have
‘data-dredged’  the i r  resu l t s  and swi tched what  they  were 
tes t ing for.  I t  exp la ins  why so  many resu l t s  publ i shed in
sc ient i f i c  journa l s  have  subsequent ly  been proven to  be 

wrong.  To avo id  th i s ,  i t ’s  now becoming s tandard pract ice
to  reg is ter  c l in ica l  t r ia l s ,  s ta t ing in  advance what  your

pr imary  endpoint  measure  i s .



We shall see that most current theory of machine learning rests on the crucial 

assumption that the distribution of training examples is identical to the 

distribution of test examples. Despite our need to make this assumption in order 

to obtain theoretical results, it is important to keep in mind that this assumption 

must often be violated in practice.

Tom Mitchell Machine Learning
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Another – even more fundamental – assumption of machine learning 

is that of an underlying mathematical reality 

that maps human intercourse
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